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## Project Title

Building a holiday recommendation engine based on Twitter timelines

## Project Summary

The aim of this project is to recommend exotic holiday destinations for people. “Exotic” in this case meaning places they may never have thought of going but that would suit them. These would be recommended via an analysis of their own holiday snaps per their Twitter feed and a comparison with their peers.

## Project Specifications

The recommendation engine will follow the following steps and considerations.

### Data understanding

Online part: reviewing “obvious” hashtags such as *#vacation* to identify holiday snaps; comparing and contrasting these with, for example, *#work*. Using this to build a library of terms to create training set.

Data part: regency, frequency, intensity analysis (RFI) of tweets versus holiday (do Tweets cluster around holidays); how does place name vary. What are the pitfalls, for example someone is away on business?

### Data preparation

Technology selection: in the first instances, tweets will be downloaded using the Python[[1]](#endnote-1) Tweepy[[2]](#endnote-2) package, data will be initially stored securely on Apple iCloud[[3]](#endnote-3). Image detection will be performed using Tensorflow[[4]](#endnote-4). Initial process will be on a MacBook using host CPU, with (probable) expansion to Google’s Cloud[[5]](#endnote-5) computing platform using NVIDIA GPU[[6]](#endnote-6).

Tweet collection: development of download script.

Tweet image pseudonymisation: co-opting of technology to remove personally identifying information (PII)

Tweet text pseudonymisation: removal of names and references.

### Modelling

The following models will need be created:

|  |  |  |
| --- | --- | --- |
| Object detection | For pseudonymisation of faces; for detection of holiday effects sunsets, pints of beer, planes, smiles, oceans |  |
| Sentiment analysis | The purpose is to recommend holidays that make people happy. Sentiment analysis will be used to investigate what makes people happy | Hashtag, Emoji, Text,Place, RFI |
| Building the recommendation engine | To assess the holiday effects, compare them to those of others and create a data-informed recommendation | Flora, fauna, background, activities, timing |
| Making the recommendation | Considerations of user interface | Repeat visits, holiday length, time of year |

### Evaluation

Iteration of above process to assess emergent problems. Also, the area where known problems are assessed, for example it is illegal under GDPR article to parse sexuality or religious belief (say) and these are known constraints.

### Deployment

Liaison with business to see how the app would be useful for business.

Production of project poster.

Curation of stand for project demonstration day in Dundee

### Dependencies

Technology: CPU processing is available to the project but GPU processing on NVIDIA is not. This makes NVIDIA a dependency, and/or, Google Cloud (who offer a rental version of this). Twitter is vital to the project and as such is a primary dependency.

## Literature Review

Social: twitter holiday studies; emoji sarcasm; holiday snap studies

Technical: object detection for animals, beverages, backdrops; image pixelation and/or removal;

The Interim Report is usually accompanied by a full literature review, which will form the basis of a dissertation chapter. Like all literature reviews, it should provide an overview of the theories and practices that are most relevant to your own work. It is often organised thematically and will demonstrate the student’s ability to contextualise their project within the recent advances in their field. This will probably be the longest section of the Interim Report.

## Current progress

This section of the Dissertation Interim Report will outline what you have achieved so far. It may include mentions of the background research you’ve undertaken, skills training you’ve received, and any practical work you’ve done toward completing your project.

## Obstacles to Progress

In this part of the Interim Report students should note down any difficulties they’ve encountered so far. It should also contain some details of how the student plans to confront these challenges, whether through changes to the research plan or minor adjustments to the overall project. The University is particularly interested in this section of the Interim Report, as they want to ensure the student’s successful completion of the degree.

## Planned Methodology

For most degree programmes students will also need to outline their research strategy for the remainder of the dissertation work. This may focus primarily on text-based research or it may require practical lab work. Regardless, the student should justify their chosen methodology and explain how it will adequately address the research question.

## Future Project Timeline

This section details the student’s plan of action for the remainder of the degree, and is usually broken down into a month-by-month timeline. You should include all the work that is relevant to completing the dissertation, including research, project development, chapter writing and lab activities. You might also include plans for additional skill training, funding bids, and conference presentations.
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